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Abstract—Accurate electricity price information is critical for wholesale electricity markets. Machine learning 
algorithms are thought to be most efficient methods as they successfully observe the dependencies between 
electricity price, historical data and other factors. In this study, two machine-learning models are purposed for 
electricity price forecasting. The historical prices and other important factors are processed. Then, the future 
values of the electricity prices are forecasted using properly fitted XGBoost and ARIMA models. To validate the 
results, some statistical error measurement methods are selected. Consequently, when comparing the results in 
terms of performance in detail, XGBoost model has become more efficient as the computation speed and lowest 
error.  

Index Terms—Forecasting, XGBoost, ARIMA, Electricity Price  

 

I INTRODUCTION 

 

The deregulation of competitive markets arrange tradi-

tionally government-controlled and monopolistic power 

sectors. By using derivative and spot contracts, electricity is 

traded. On the other hand, electricity is highly particular 

commodity. Electricity is also an important integral part of 

economic and technological industry [1]. From its genera-

tion to distribution, accurate information is required. From 

its generation to distribution, accurate information is re-

quired. Nevertheless, it depends on multiple volatile factors. 

For this reason, forecasting is a popular issue in this field. 

To forecast electricity generation, many studies are conduct-

ed such as estimation of PV generation [2], wind speed [3], 

hydropower generation [4] etc. As well as the generation of 

electricity, electricity price is non-storable and requires a 

stability between generation and consumption. Therefore, 

electricity demand belongs to daily activities (weekends, 

holidays etc.). Furthermore, weather conditions, historical 

prices, fuel prices and many other factors are significant for 

accurate computation of electricity price. Because of these 

reasons, these special properties cause to unobservable price 

results, having seasonality at the various time levels as daily, 

weekly and yearly it has also typically unexpected price 

spikes.  

 

However, the forecasting studies supply fundamental inputs 

for both market operators and its participants in wholesale 

electricity markets. Accurate forecasting results have signif-

icant economic advantages. Market participants used outputs 

of forecasting for bidding decision-making, portfolio alloca-

tion, and investment planning. They are benefited from 

electricity price forecasting outputs to calculate measure-

ments and variable indexes to monitore the markets. Short-

term electricity price forecasting is generally used by market 

participants to maximize their profits. Medium term electric-

ity price forecasting is preferred in reciprocal contracts in 

this way it enables to avoid from volatility risk of electricity 

prices. Long term electricity price forecasting is mandatory 

for investors, decision makers and it is used for ensuring 

development of generation, transmission and distribution 

investments planning. 

 

The main techniques of electricity price forecasting are 

divided into some different categories that are simulation 

methods [5], equilibrium analysis [6], volatility analysis [7], 

inteligent systems [8], time series [9], and econometric 

methods [10]. While some studies mainly address day-ahead 

[11] or spot [12, 13] electricity price forecasting, some stud-

ies focus on the long-term forecasting [14,15] or even ob-

serving results between long-term and short term [16].  

 

In this paper, ARIMA and XGBoost models are implement-

ed for day ahead electricity price forecasting. ARIMA model 

is generally prefered to forecast day ahead electricity prices 

and load with effective results. This model is the most com-

monly used traditional statistical model using effective fea-

tures to forecast the price. It also processes training data to 

construct a linear relationship. As in [9], it is stated that 

composit models have the ability of better forecasting com-

paring with ARIMA. In [17], two ARIMA models are pro-

posed for forecasting hourly eletricity prices for California 

and Spain electricity markets. Average errors are around 5% 
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and 10% for the Californian and the Spanish market. It is 

also mentioned that using an additional variable does not 

effectively improve accuracy results. In [18], ARIMA model 

is implemented to make a prediction of natural gas con-

sumption. According to the results of this study, the model 

outperforms other time-series models. ARIMA generally has 

effective outputs for producers and consumers as mentioned 

in many studies. 

 

The other selected model is Extreme Gradient Boosting 

called XGBoost. There is a study inroducing XGBoost for 

load forecasting [19]. To make an effective prediction, load 

factor is standardized and a feature map is established. Ac-

cording to the results of the study, the performance of the 

XGBoost model is validated. In [20], authors worked on 

short-term load forecasting and found that highly efficient 

memory usage and computing time. Based on statistical 

error models measuring performance, the proposed model 

outperformed other schemes. XGBoost and LSTM are com-

bined to forecast electricity price in [21]. Authors used the 

error reciprocal method to make a combination of two mod-

els results. The error of this combined model is computed as 

0.57 % and obviously, it is better than the single model. 

 

However, different prediction approaches cannot outperform 

each other accurately because of the challenging characteris-

tics of electricity prices, which are seasonality, sharp price 

spikes and high volatility [22]. The main aim of this study is 

to make a comparison between two machine-learning algo-

rithms. Furthermore, verification of practicality and feasibil-

ity of these algorithms for electricity price forecasting are 

identified. The novel and fundamental contribution of this 

paper is to make a performance comparison of ARIMA and 

XGBoost based on some significant effective factors on 

electricity price. 

 

The remaing parts of the paper are organized as follows. 

Section II defines background information and the methods 

used for forecasting of hourly electricity prices. Section III 

presents the results of the selected forecasting models based 

on ARIMA and XGBoost. Finally, Section IV shows the 

conclusion. 

II METHODOLOGY 

In this study, electricity price data was collected for one year 

and it is obtained from NYISO website [23]. The dataset 

covers hourly historical electricity prices, coal prices, natural 
gas and radyoactive mineral U prices for one year [24-25]. It 

also includes weekends and national holidays. Electricity 

price forecasting has multiple required steps. In addition, 

this study starts with explaining the aim, obtaining necessary 

data, analysing the data, applying pre-process stage, per-

forming the selected forecasting models, comparing and 

evaluating the selected models’ results. 

 

However, identifying a single relation between future data 

and historical data is significant to obtain accurate forecast-

ing results. Thus, it is possible to see fluctuations in the data 

and it causes error which points out not a good performance 

of studied forecasting model. For this study, there are some 

fluctuations in the historical electricity price data.  The re-

sults of this forecasting have electricity price spikes due to 

some reasons. According to the study [26], yearly oil future 

contracts volatility is around 30%; for future contracts of 

natural gas, it is around 50%. In addition, it is about 60% for 

future contracts of electricity. Yearly volatility is above 

200% in electricity spot markets. Obtaining an accurate 

result for the electricity market is not an easy issue due to 

the importance of volatility. By the reason of the fact that, 

accuracy of load forecasting is higher than that of electricity 

price forecasting. The main reason for the spikes is that the 

electricity price is highly volatile. Some other reasons are in 

the following: 

 

 Volatility in fuel price 

 Outages meaning production uncertainty  

 Load uncertainty 

 Market manipulation (market power, counterparty risk) 

 Congestion of transmission  

 Hydroelectricity production fluctuations  

 Market participant behavior  

Moreover, to this, electricity price series includes complex 

features such as nonlinearity, nonstationarity, and high vola-

tility as explained above. The most significant parts of the 

original price series are these features and they should be 

taken into account. The features considered in this study can 

be seen in figure 1 and figure 2.  

Figure 1 Features incliding prices of actual electricity, natural gas 
and coal in $ 
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Figure 2 Features including prices of oil and Uranium in $ 

 
A XGBoost 

In [27], XGBoost is proposed and its algorithm depends on 

the Regression Tree and Classification. Furthermore, this 

model redefines the partition attributes, and uses the loss 

function minimization to indicate the partition attributes.  

 

However, it is necessary to compute the feature importance 

in selected dataset. It helps for selection the most suitable 

features. In addition, features, which have the most impor-

tant values for training and testing, are considered. The data 

is accurately divided into training data and testing data. In 

the training process, 75% training data is effectively. Testing 

process is performed by using 25% testing data. The stages 

of electricity price forecasting using the XGBoost algorithm 

can be seen in following Table 1.  

 

TABLE 1 

Algorithm of XGBoost for electricity price forecasting [20] 

 

 

XGBoost 

1.Step Explore historical data 

2.Step for i ← 1 to size(features) do 

3.Step Computation of feature importance 

4.Step End for 

5.Step Selection of features with importance value greater then 

the threshold value 

6.Step Separate data into testing and training data 

7.Step Training the model over training data 

8.Step Forecasting hourly electricity price using trained model 

over testing data 

B ARIMA 
ARIMA is a suitable method for forecasting future values 

from historical data. The significant advantage of ARIMA is 

that time series data is neccessary for forecasting. By virtue 

of the fact that, this property is advantageous in studies ha-

ving a large number of time series.  

 

The algorithm starts with the following calculation and steps 

and is clearly predefined in [28]. It is also defined by (1): 

                                           

                                            (1) 

Where   (         ) and   (         ) are model 

parameters.   and   are orders of this algorithm. Normal 

distribution is followed by    called the random error. ARI-

MA model has four fundamental Steps:  

Step 1: Identification of the model  

Step 2: Estimation of parameters  

Step 3: Recognition of the model  

Step 4: Verifying the model and forecasting. 

The ARIMA model working principle is shown in the fol-

lowing: 

 

TABLE 2 

Algorithm of ARIMA for electricity price forecasting 

 

 

ARIMA 

1.Step Explore historical data and model identification 

2.Step Clarification of data 

3. Step Estimation of parameters 

4.Step Validity test 

5.Step Refine the model 

6.Step Forecast the future data 

 

 

C Evaluation Methods 
As defined above, in the first pattern, some careful conside-

rations and preprocessing steps are taken with respect to the 

models. After that, two different approaches are successfully 

implemented.  Finally, in order to observe the performance 

of each model, three suitable methods are selected: Mean 

absolute error (MAE), Mean Absolute Percentage Error 
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(MAPE), and Root Mean Square Error (RMSE) [29]. The 

formulations of the selected performance measurement met-

hods are as follows: 

                              
 

 
∑ |     |   

 
                         (1) 

                                
 

 
∑

|     |

  

 
                        (2)            

                              √
 

 
∑ (     )

  
                           (3) 

 

III RESULTS  
 

In this Section, the forecasting results of ARIMA and 

XGBoots are presented. Electricity price forecasting is obta-

ined according to the models described in Section II. Note 

that each model is generally associated with some features 

of the electricity price. Therefore, the features play impor-

tant roles on the electricity price forecasting. To strengthen 

the models, it is required to obtain more data associated with 

the electricity price. Figure 3 shows the actual and forecas-

ted value of electricity price. 

 

 

Figure 3 Annual actual electricity prices and XGBoost forecasting 

results in hour 

 

It is clear from this Figure that the optimal model is XGBo-

ost in the forecasting. Figure 3 shows the actual and forecas-

ted value of electricity price. It shows the forecasted value is 

very close to the actual value. There is some undesired spi-

kes in the input data and it cannot catch this spikes effecti-

vely. This result shows that these spikes depends on some 

other volatile factors like wheather conditions or load data. 

 

 

Figure 4 Actual electricity prices and XGBoost forecasting results for 

a month 

 

As shown the above Figure, this model performs well during 

steady conditions. For better determination of the results and 

understanding the reasons of difference between forecasted 

and actual data, the result can be observed in more limited 

time like a month or a week. 

 

It is noticed that less model parameters defined by user are 

required in the algorithm of XGBoost that is convenient for 

data analysis that is large scale. The reason of the fact that it 

gives an advantage for calculation time and memory of the 

system. Annual actual electricity prices and ARIMA fore-

casting results in hour is given in Figure 5.  

 

 

Figure 5 Annual actual electricity prices and ARIMA forecasting 

results in hour 

 

It is anticipated that the ARIMA model can be used as an 

effective electricity price-forecasting model as well as the 

XGBoost model. However, ARIMA does not fully follows 

the actual electricity price as can be seen in figure 5, so there 

still can improve the accuracy of this algorithm for its fore-

casting.  ARIMA model can be combined with another mo-

del to solve this above problem. Actual electricity prices and 

ARIMA forecasting results for a month is presented in Figu-

re 6.  
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Figure 6 Actual electricity prices and ARIMA forecasting results for 

a month 

 

The difference of the performance of both models is recog-

nized by observing the results graphically. It is found that 

ARIMA is higher results. From figure 6, we can conclude 

that ARIMA model have a strength when tracking of the 

actual value in stationary conditions but it has also a weak-

ness due to high difference from the actual price. 

 

Both models results show the forecasted and actual value 

with large spike in electricity prices. These machine-

learning models are unable to track the sudden and large 

spikes in electricity price like the small spike. However, the 

main reason of unabling the spikes is as explained in Section 

II.  Normally, machine-learning models perform well but 

there is an exception at the peak duration. The main problem 

of electricity price forecasting is that the forecasting error 

during spikes. 
Based on the performance of these selected models for the 

electricity price forecasting, XGBoost gives more efficient 

than output in comparison with ARIMA. Graphically ana-

lysing of these models gives an idea for the forcasting fac-

tors importance but to assess the performance of each model 

in terms of hourly forecasting, results of the three accuracy 

measurement criteria are observed. The comparisons of the 

forecasting results are shown in Table 3.  

 

TABLE 3 

Electricity forecasting models performance results 

 

 

 

ARIMA XGBoost 

MAE 151.8 101.3 

MAPE 480.7 306.9 

RMSE 147.5 99.4 

 

Acoording to results, the forecasting performance of 

XGBoost model is better than ARIMA also, it can be con-

cluded that it more feasibile and practicabile than the ARI-

MA. However, both of them have high error rate due to the 

electricity price characteristic as discussed Section II.  

 

The results of these models can be improved by taking into 

consideration historical load and other relevant data such as 

weather conditions, maintenance schedules, demand, and so 

on. This is the key reason that motivated researchers to study 

hybrid model for the electricity price forecasting. 

V CONCLUSION 

In this study, the strong interdependence between historical 

data of electricity price, coal price, natural gas and radyoac-

tive mineral Uranium price are considered for in forecasting 

the day-ahead electricity price. According to the experimen-

tal results, compared to ARIMA model, the XGBoost has 

been proven to have the best forecasting abilities, and its 

average, MAE, MAPE and RMSE values are the lowest. 

The practicality and feasibility of the models implemented 

are also confirmed in this paper. In addition, to obtain better 

results, different volatile inputs, which can explain the rea-

sons of the spikes, should be taken into account. The fore-

casting results allow decision makers to benefit quantify the 

uncertainty level linked with predictions, which correspond 

the requirements for risk management purposes and electri-

city market operations. 

The results of these electricity price forecasting study, has 

high performance and explicit reasoning. Correlation of 

historical electricity prices and natual gas prices have high 

importance in this study. Although good performance of the 

selected models, electricity price forecasting require more 

information for multiple factors as whether conditions, outa-

ges of supply, contingency etc. 

 

A future work will focus on the composit algorithms, which 

are highly efficient when comparing single models, it is also 

necessary to add some more features to obtian better accu-

racy. Therefore, to achieve improvements, more data should 

be included in the inputs and in this way, the volatility can 

be easily calculated in the output. 
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